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ABSTRACT
E-mail phishing attacks are still the number one gateway for at-
tackers. Even when the patch level of a network is up to date, if one
employee clicks on a link in a phishing e-mail and enters their cre-
dentials on a malicious website or downloads malware, the whole
organization might get compromised. Anti-phishing support sys-
tems highlight different aspects of an e-mail to help users to detect
phishing e-mails. However, little is known about their effective-
ness, especially in comparison to each other. This paper presents
our experimental design to investigate the efficacy of various sup-
port systems. For this purpose, we created a fictional scenario and
an interactive tool to display e-mails. In addition, we present our
preliminary study with the first results to classify test e-mails in
different difficulty levels that serve as a basis for our main study.
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1 INTRODUCTION
Hardly a day goes by that we do not receive e-mails that try to
lure us into clicking on links, entering our credentials on websites,
or installing malicious software. This social engineering attack is
known as phishing and is one of the biggest security threats. The
Anti-Phishing Working Group (AWPG) [4] states in their Q2 re-
port of 2022: “[…] this is the worst quarter for phishing that APWG
has ever observed”. According to the ESET report [14], in 2021, the
number of e-mail phishing attacks increased by 7.3 %. Addition-
ally, a CISCO report from 2021 [8], shows that phishing accounts
for approximately 90 % of data breaches. Phishing attacks are not
restricted to e-mails, but since e-mail is still the most used com-
munication channel in the business area, it comprises 96 % of all
phishing attacks [29]. Additionally, e-mail is by default not authen-
ticated, and attackers can easily spoof a sender of an e-mail.

As major phishing attacks have been widely publicised, users
should be aware of e-mails as an attack vector but e-mails remain
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a relevant threat [19]. Bada et al. [5] note that users can understand
the danger, but are not necessarily motivated to change their be-
haviour. Further, attackers keep using new techniques [28] that
make it very difficult to recognise threats, and even trained users
fall for them.

Although there are plenty of technical countermeasures against
e-mail phishing, such as DomainKeys Identified Mail (DKIM), Sen-
der Policy Framework (SPF), and Domain-based Message Authen-
tication, Reporting and Conformance (DMARC), these are often
hard to implement, and break existing workflows such as mailing
lists and have a highmaintenance, such as changing cryptographic
keys periodically [16, 23]. In addition, probabilistic technical coun-
termeasures such as filters have to balance their false positive and
false negative rates, such that they cannot block all phishing e-
mails, especially when it comes to spear-phishing.

Support systems are based on technical countermeasures but do
not block suspicious e-mails. Instead, they provide hints and high-
light e-mail elements that could indicate phishing, trying to sup-
port users in their decisions. For example, they may show if an
e-mail comes from an internal or external Mail Transfer Agent
(MTA). To the best of our knowledge, no study has yet compared
the effectiveness of different support systems.

The contributions of this paper are as follows: We
• present our current study design to compare the effective-

ness of various support systems;
• present the results of a pre-study to determine the difficulty

of the test e-mails and discuss lessons learned.

2 BACKGROUND AND RELATEDWORK
Kumaraguru et al. [21] divide anti-phishing measures into three
categories.These are referred to as Technical Countermeasures, User
Education and Training, and Support Systems and are described in
the following in more detail.

2.1 Technical Countermeasures
Technical countermeasures are usually hidden from the user and
directly performed on the server side. For example, SPF [18] ver-
ifies if an e-mail is sent from the correct MTA. The mail servers’
IP addresses allowed to send e-mails are stored in a TXT record
of that domain. However, SPF only checks the envelope-from ad-
dress, not the address from the FROM field. DomainKeys Identified
Mail [9], on the other hand, verifies the senders’ domain and in-
tegrity using asymmetric cryptography.The public key of theMTA
is also stored in a TXT record of the domain. The MTA uses its pri-
vate key to create a signature of the body of the e-mail, including
the FROM field and attaches it to the e-mail header. The receiver
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MTA can then check the signature with the published public key.
However, nothing prevents the adversary from not using DKIM.
This is where DMARC [9] comes into play. DMARC uses SPF and
DKIM and checks that the FROM field is identical to the envelope-
from field, which would prevent e-mail spoofing. Unfortunately,
this breaks mailing lists that change header fields such as TO, FROM
and SUBJECT. For this reason, the adoption rate of this technology
is still low [16].

2.2 User Education and Training
Many companies and organizations are aware of the threat caused
by phishing e-mails and try to counter it by training their members
and increasing their awareness. A classical education way is in-
class training courses held by an instructor. Stockhardt et al. [27]
show that this approach is effective but time-consuming for partic-
ipants. On the other hand, text-based training [27] imparts knowl-
edge, for instance, via websites, newsletters or printed posters and
leaflets. The advantage is that users can work through them in-
dividually at their own pace and according to their prior knowl-
edge. Furthermore, there are gamification approaches with inter-
active applications [25, 32, 33]. Related to the previous two meth-
ods is embedded training. In this case, users receive a fake phish-
ing e-mail that displays a learning website that can contain text-
based training or gamification elements when clicked. Often the
click-through rate is measured. That shows how many recipients
clicked on the link. While studies [7, 17, 20] show the effective-
ness of such phishing simulations, theymainly focus on a relatively
short period. With longer observation, the click-through rate rises
again [6]. Furthermore, phishing simulations also have disadvan-
tages [31]: Firstly, technical measures have to be adapted so that
fake phishing e-mails do not get blocked, which opens new attack
vectors. Secondly, organizations “trick” their members by phishing
simulations, which could negatively impact the trust relationship.
Finally, members might fear consequences due to mistakes, lead-
ing to an increase in false positives.

2.3 Support Systems
A middle ground between the two presented approaches is the so-
called support system. On the one hand, they are based on tech-
nical solutions; on the other hand, they rely on users’ decision-
making. They do not block suspicious e-mails or websites directly
but insteadmark themor highlight any irregularities that are found.
This also prevents false positives from being hidden from the user
[3]. We distinguish two kinds of support systems: browser-related
and Mail User Agent (MUA)-related.

2.3.1 Browser-related Support Systems. These support systems are
only visible to the user after they click a link in an e-mail. For exam-
ple, indicator icons may show a lock symbol next to the URL in the
browser window, which indicates whether the established server
connection is secure. Various studies [10, 11, 15, 34] found that
users do not perceive or do not understand the icons and instead
use the content on the website to indicate its authenticity. Another
approach addresses the problem of complex URLs that are difficult
for users to understand. Albakry et al. [2] show that users assumed
a URL belonged to a certain organization if its name was included

somewhere in that URL. At the same time, they ignored the po-
sition and other relevant aspects that indicate whether the URL
actually belongs to that organization. Domain highlighting high-
lights visually the relevant parts of a URL. Studies [13, 22] show
that this technology is not sufficient since users mainly focus on
the content area and overlook the highlighted domain. Therefore,
warnings that interrupt the flow of the user and require active in-
tervention are helpful [12]. If the technical countermeasures sus-
pect a malicious website, the user is warned by a full-screen mes-
sage from the browser. However, the user can continue to the web-
site or leave. These are active warnings as users are interrupted in
their task flow and are forced to take action to continue. Usually,
the warning offers the user two options continue or cancel, which
indicates a recommendation through different visual design and
wording [1, 12]. In contrast, browsers also include passive warn-
ings that are not screen-filling, and the actual website is already
displayed in the background. Egelman et al. [12] compare passive
and active warnings. Their results show that passive warnings are
ineffective and make no difference to no warning message.

2.3.2 MUA-related support systems. Anotherway to support users
is to warn them before they click a link in an e-mail. MUA-related
support systems provide hints that can be placed above an e-mail
or directly in the content area. The problem with HTML e-mails is
that the writer can use anchors; therefore, the URL is hidden be-
hind the anchor text, such as “Click here”. Usually, desktop MUAs
show a tooltip next to the mouse cursor or at the bottom of the
window if a user hovers over the link. These tooltips show the ac-
tual URL the link leads to. However, the reader of an e-mail can
easily oversee the URL or does not know the structure of an URL;
therefore, the reader cannot assess if it is a legitimate URL. In [30],
Volkamer et al. examine a novel tooltip system which they call
TOoltip-poweRed Phishing E-Mail DetectiOn (TORPEDO). Com-
parable to domain highlighting, the domain is visually highlighted
in the tooltip. In order to draw attention to the tooltip, clicking on
the link is delayed by a few seconds.Their study results are promis-
ing since TORPEDO helps users to identify phishing e-mails.

Another method that has not yet been investigated in the litera-
ture, but is widely used in practice, is the marking of e-mails with
external markers. Depending on the MTAs of the receiver, the term
“external” in front of the name of the sender or the e-mail is oth-
erwise highlighted as external. Especially if an e-mail from within
the organization is marked as external, it is a warning signal.

Similarly to browser warnings, MUA can also display warning
messages to the user. Petelka et al. [24] compare different warn-
ing methods and show that placing the warning directly next to
the link is more effective than as a warning banner on top of the
e-mail. Labels or sidebars are also a form of support system. These
are available as add-ons and must be installed first. For some of
them, the user must click on check e-mail to get feedback from the
support system.This feedback gives users transparent information
about the e-mail and tags it to indicate its trustworthiness. To the
best of our knowledge, no studies compare the effectiveness of dif-
ferent types of MUA-related support systems.
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1. Development
of scenario
and tool

2. Selection
of e-mails 3c. External/Internal

3d. Warning Banner

3e. Label/Sidebar

3b. Tooltip

3a. No Support System

4. Survey
including de-

mographic data
5. Evaluation

Figure 1: The approach of our study design. The blue boxes are work steps and the red boxes are the different support systems
that we will evaluate with the same e-mails.

3 STUDY DESIGN
Our objective is to evaluate the effectiveness of different support
systems. For this purpose, we need various e-mails where we can
integrate the support systems. These include phishing e-mails but
also legitimate e-mails. While other studies often use e-mails with-
out testing their difficulty, we evaluate them in advance to deter-
mine which impact the support system has on the difficulty. This
means we examine how easy or difficult it is to recognise the e-
mails as phishing or legitimate, and based on this, make a selec-
tion of various difficult e-mails. Figure 1 shows our approach to
the study design. The selection of e-mails is the first step in our
study design. We show our exact approach and first results in Sec-
tion 3.2.

Our study focuses on MUA-related support systems; browser-
related ones are out of scope since there are already studies [1, 12,
15] focusing on that. The following categories cover most of the
MUA-related support systems we have found through our litera-
ture research and looking at actual implementations: Tooltip [30],
ExternalMarker,Warning Banner, and Label/Sidebar are referenced
in Figure 1 as 3b–3d, respectively. As mentioned in Section 2.3,
support systems can highlight e-mails in different ways. Support
systems also mark legitimate e-mails as being valid or highlight
them in green. Alternatively, they present different degrees of dan-
ger. However, not all support systems show these degrees, such as
the External Marker (3c), where is only one variant. For this rea-
son, we are using the medium variant for all support systems that
provide different degrees. We also considered false positives. In re-
ality, false positives where legitimate e-mails are highlighted as
phishing might occur. However, for our study, we do not consider
false positives not to influence the participants’ trust in a support
system during the study. That means that all phishing e-mails are
highlighted with the medium variant of the support system, and
all legitimate e-mails are not. Exceptions are the External Marker,
where all external e-mails are highlighted, and the Tooltip (3b),
where only e-mails with a link can be highlighted.

Wewant to conduct a between-subjects online study.Thismeans
we divide the participants into different experimental groups, each
seeing one support system and a control group without a support
system. Participants must then classify a mixture of phishing e-
mails and legitimate e-mails as phishing or legitimate. A field study

would require that the participant groups have simultaneously acti-
vated different support systems and that we measure the effective-
ness using the click-through rate. Phishing simulations in compa-
nies use this principle to increase awareness.

In an online study, we can collect further information from the
participants; see work step 4 in Figure 1. Demographic informa-
tion can help us to classify the results better. In a final question-
naire, we would like to go into more detail about the particular
support system. Among other things, we want to ask whether the
participants noticed the support system and whether they found
it helpful. In addition, we want to gain insights into whether the
participants understand the support system and the information
communicated therein and how these can be improved.

3.1 Scenario and Tool
In a company, an employee knows their colleagues, upcoming dead-
lines or software in use. So we have to set this context with other
relevant information in our study. Depending on the context of the
e-mail, participants can, for example, rate it by whether they know
the sender or whether it mentions a familiar appointment. For our
study, we created an employee of the Human Resources (HR) de-
partment of an IT company called Smartcompany as a fictional
character named Alex. The participants are then asked to slip into
the role of Alex and classify the e-mails.

For this purpose, we developed an interactive tool that displays
all relevant information on a simplified desktop interface seen in
Figure 2. Our interactive tool shows e-mails in random order. An e-
mail counter is shown in the top right corner of the screen. On the
opposite side of the screen, four application icons are visible that
the company uses in our fictional scenario and are relevant to the
classification of e-mails. The actual e-mail is located in the middle,
in a highly simplified MUA, based on Outlook. We decided to use
Outlook as a basis, as this is a widely used MUA. The functionality
of the tool is limited to allowing participants to scroll to view long
e-mail texts and hover over links or buttons to view the actual URL.
There is no possibility of replying to the e-mail or writing e-mails
oneself.There are two buttons available for the classification of the
e-mails: a blue highlighted button with a tick icon labelled legiti-
mate, if the participant thinks an e-mail is trustworthy; a red high-
lighted button with an exclamation mark icon labelled fraudulent,
if a participant thinks the e-mail is phishing. As we mentioned ear-
lier, we created a fictional context. Unfortunately, it was too much
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(a) Tool (b) Calendar and Contacts

Figure 2: Subfigure (a) shows a screenshot of the tool we developed to determine the difficulty of legitimate and phishing e-
mails. It shows a legitimate e-mail. Subfigure (b) depicts the user’s calendar and e-mail address book, which is part of the tool
to set the context. It shows information about our fictional scenario that helps to classify the e-mails correctly.

information to memorise to give to participants in a listing at the
beginning. For that reason, we included this information in our in-
teractive tool. At the bottom of the screen, participants can find
three icons for calendar, contacts, and job offers. Job offers refer to
the fact that our character works in the HR department and shows
the job title of an, in our fictional context, actually advertised job.
The calendar and contacts can be seen in Figure 2. The calendar
shows four entries: two appointments, highlighted red, and two
relevant dates, highlighted yellow. Two entries are in the past, and
two are in the future. The 16th is highlighted as the current day.
Last week, the character had an interview with an applicant and
a company event on Friday. In the coming week, the character ex-
pects a delivery with new hardware and the current password for
the account expires. The last icon is the contacts icon which opens
a simplified address book. It shows a listing of various Smartcom-
pany employees and their departments. Furthermore, their e-mail
addresses and telephone numbers are listed. There are also two
function e-mail addresses in the address book for facility manage-
ment and IT-Service.

3.2 E-Mail Selection
For our study, we need e-mails with different difficulty levels. In
this way, we want to prevent all e-mails from being correctly clas-
sified without any problems and without a support system. At the
same time, it must still be possible to classify the e-mails correctly.
Another point we consider is the ratio between fraudulent and le-
gitimate e-mails. For example, the following studies [11, 22, 30]
used an even or approximately even ratio between fraudulent and
legitimate e-mails. Whereas other studies [21, 24]1 used a higher
number of legitimate e-mails. We were of the opinion that a higher
amount of legitimate e-mails represents a real-world scenario,mean-
ing we want to use three phishing and twelve legitimate e-mails.
Another phishing e-mail is a tutorial to let the participant famil-
iarise themselveswith the system.We used the phish scale by Steves

1Kumaraguru et al. [21] actually used an even ratio for their gamification approach,
but a higher number of legitimate e-mails in other parts of their study.

et al. [26] and the e-mails they used in their study as a basis for our
phishing e-mails. They present a scale to rate phishing e-mails re-
garding their difficulty level.

The phish scale consists of two main components: the cues for
phishing and the premise alignment. Cues are hints in an e-mail
that may indicate to be fraudulent. Premise alignment describes
how it suits the context of the recipient. Both scores for cues and
premise alignment are combined and lead to the overall rating of e-
mails. Initially, we used the phish scale to create both phishing and
legitimate e-mails. For the legitimate e-mails, we tried to use the
phish scale inverted, which means, all legitimate e-mails should be
difficult phishing e-mails on the scale. After we created the e-mails,
two persons rated them independently on the phish scale. After-
wards, they discussed and adjusted the ratings. One of the prob-
lems both persons mentioned was that the evaluation of premise
alignment was somewhat subjective. However, the majority of e-
mails had the same rating. In our opinion, the number of necessary
cues according to the phish scale is too high. Depending on the
length of the e-mail text, it is challenging to include all necessary
cues. We think the phish scale cues need weighting to better reflect
the actual difficulty of an e-mail. Because of this, we added more
e-mails that we did not rate on the phish scale.

Generally, we tried to find examples that could be received in a
similar form as phishing e-mails and fit our scenario. We also tried
to adapt the legitimate e-mails to the scenario. Thus, many e-mails
were sent by colleagues or departments of the company. But since
we also wanted to test the External Marker, e-mails from outside
the company had to be included. Altogether, we created 26 e-mails
as a selection for the main study—11 phishing and 15 legitimate
ones. A broad summary of all e-mails can be seen in Appendix. All
phishing e-mails can be found in Appendix as well. Since we con-
ducted the study in Germany, the e-mails are in German language.
Besides, we made another legitimate e-mail, which serves as a tu-
torial for the participants in our pre-study, as will be described in
the next section.



Towards an Study to Determine the Effectiveness of Support Systems CHI EA ’23, April 23–28, 2023, Hamburg, Germany

dh
l (E

)

gir
l (E

)

vr
ban

k (
E/M

)

pay
pal

(E/
M)

vir
us
(M
)

pw
ph
ish
ing

(M
/D
)

sca
nn
er
(D
)

ceo
(D
)

hr
sys

tem
(D
)

mi
cro

soft
(D
)

we
blo

gs
(D
)

cak
e

it s
erv

ice

res
tra
ini
ng

rep
ort

cal
l b
ack

job
app

.

offi
ce
mo

v.

con
str
uct

ion

he
ati
ng

pre
sen

t

att
ach

me
nt

dro
pb
ox

fee
db
ack

pw
leg
it

do
od
le

0

50

100

3 1

26
12 10 10 10

61

96

35

65

2
13

4 11 3 3 3 1
18 21

8

36 28

123 125

100
114 116 116 116

65

30

91

61

124 126
113

122 115 123 123 123 126 125
108 105

118

90 98

#p
ar
tic

ip
an

ts

correct wrong

Figure 3: Results of our study with 126 participants. The bars on the left side with a hatched background are phishing e-mails,
the others on the right side are legitimate ones. The lower green bars represent the correct, the upper red bars represent the
incorrect classifications. The character in the brackets at the label’s end represents our assessment. For the phishing e-mails,
the (E) indicates an easy e-mail, an (M) a medium one, and a (D) a difficult one.

4 EVALUATION OF E-MAIL DIFFICULTY
Weconducted an online-pre-study to select the appropriate e-mails
for our study. As far as we know, other studies do not describe if
they tested their e-mails in advance. We wanted to ensure that the
e-mails could be identified correctly and were from different diffi-
culty levels. For this purpose, we used the German crowdsourcing
marketplace clickworker.de2.

4.1 Pre-Study Design
The participants received a link to our tool. A welcome page pro-
vided them with relevant information about the study and indi-
cated an approximate duration of 15min. An additional legitimate
e-mail serves as a tutorial at the beginning and is not included
in the evaluation. When participants click start, they first see an
interactive tutorial with the tutorial e-mail described earlier. The
participants can repeat the steps in the tutorial and classify the
e-mail several times in different ways. This is not possible with
the other 26 e-mails. It also shows whether the classification on
the tutorial e-mail was correct. The tutorial uses animations to
show the participants how to use the tool and where to find the
relevant information. An animation is used to hover over a link,
but this is not explicitly pointed out in order to influence partic-
ipants who would not do so in real life. To ensure that the tool
is usable, we tested it in advance with various people, including
the elderly. After the tutorial is complete, participants see all other
26 e-mails in random order and have to classify them using the
two buttons. In this pre-study on e-mail difficulty, the participants
only received general feedback on how many of the e-mails they
classified correctly. In the end, participants were forwarded a ques-
tionnaire about their demographic data. All participants received
remuneration after completing the study. We tracked the overall
time they needed for the study and how long they took for each
e-mail. We also saved when someone clicked on the calendar, con-
tacts, job offers or hovered over a link. However, hovering over a
link can also happen by accident while reading the e-mail.

2https://www.clickworker.de/

4.2 Pre-Study Results
Figure 3 shows the results of our study with 126 participants. We
excluded four of 130 results from the evaluation because they ended
the survey in a few seconds or always clicked the same button.
For this reason, we consider 126 participants. Eighty-three partici-
pants were male, and 43 participants were female. All participants
stated being born between 1946 and 1999. Two participants did not
provide information about their technology affinity.Thirty-six esti-
mated themselves as very technology affine, 75 are average, and 13
are barely technology affine. Twenty-five of our participants have
prior knowledge in the IT area or are currently active in the field.
Ninety-seven negated the question, and four did not answer.

Our results show that most e-mails were correctly classified
by over 90 %. Nevertheless, many participants rated the e-mails
wrong, which we previously considered as difficult. For example,
in the case of the CEO phishing e-mail, this is almost half of all par-
ticipants with 48.4 % and in the case of the HR System andWeblogs
phishing e-mails, more than half with 76.2 % and 51.6 %. Exceptions
are the Scanner and Password Phishing e-mails, where almost all
participants were correct. Almost all phishing e-mails that we es-
timated to be in the medium difficulty range were also correctly
classified by over 90 %. One exception is the VR Bank e-mail. Here,
20.6 % were wrong. The participants needed an average of 13.65 s
per e-mail. They were the fastest with the Girl e-mail, with an av-
erage of 6.4 s. The legitimate Attachment e-mail took the longest,
with an average of 21.25 s. This is followed by HR System, Weblogs
and Microsoft, each with an average of around 20 s. A total of 77
participants hovered over at least one link. Five participants hov-
ered over every link. We estimated theHR System e-mail to be very
difficult in advance because the only real indication of phishing is
the URL displayed when hovering over the link. This link was hov-
ered by 32 participants (25.4 %). Of these, 37.5 % correctly identified
the e-mail as phishing. The rate for participants who did not hover
over the link and correctly classified the e-mail is 19.2 %. Sixty par-
ticipants clicked the contacts icon, 53 the calendar icon and 56 the
job offer icon for at least one e-mail.

https://www.clickworker.de/
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Our pre-study is an essential part of the study design to test
phishing e-mails for their difficulty level and then select them for
the actual study. According to our estimation, a selection could
have led to the fact that the phishing e-mails are too easy to recog-
nise and the support systems are unnecessary.

5 CONCLUSION AND FUTUREWORK
This study presented our study design to determine the effective-
ness of various support systems against e-mail phishing attacks.
Additionally, we showed our preliminary results for the selection
of the e-mails that we will use for our study. Finally, we described
the selection of our phishing e-mails in detail. In the process, we
found that the phish scale in its current form without weighting is
unsuitable for creating phishing e-mails.

In future work, we will integrate the support systems in the e-
mails and engage participants to see if support systems make any
difference in the detection rate.
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APPENDIX

Table 1: A description of all phishing e-mails we created for our survey.

Phishing E-mail Description Estimated Rating
Weblogs Recipient supposedly visited restricted website and should check

which website has triggered this notification. It could be a mistake, oth-
erwise disciplinary action may be taken.

difficult

HR System Company converts to a new HR System with many benefits. Account
needs to be activated, otherwise important information might be miss-
ing.

very difficult
(without phish
scale)

Microsoft Office license expires and needs to be renewed. difficult (without
phish scale)

Virus Device is infected with malware and will be destroyed in approx. 15
minutes. Cleaner.exe in attachment to remove malware.

medium

VR Bank Call for an obligatory security check of account at German VR-Bank.
Otherwise liable in case of misuse.

easy to medium

PayPal Account is restricted due to unauthorised access. User needs to verify
Data.

easy to medium

CEO CEO is in call and has urgent task that needs to be done. very difficult
(without phish
scale)

Password Phishing Password is expired and needs to be changed. Otherwise account will
be blocked.

medium to diffi-
cult

Scanner Scanner sent a Word file in attachment to the recipient. difficult
Girl Unknown girl sends zip file with title “hot pictures” easy
DHL delivery Delivery is stuck at customs due to missing fees that still have to be

paid.
easy

Table 2: A description of all legitimate e-mails we created for our survey.

Legitimate E-mail Description
Doodle Doodle survey for new time slot for weekly team meeting from supervisor.
Job Application Job Application on a XING job offer as an IT Consultant. PDF with application in attach-

ment.
Feedback Google Forms survey about feedback on company event.
Resilience Training Invitation to a training course about resilience. Registration via bit.ly link.
Report CEO sends annual report about first quarter of the year. PDF in attachment.
Dropbox Colleague from marketing shares photos from company event via dropbox.
Attachment Colleague from financial department asks to check a receipt in attachment.
Passwort Legitimate In English language. Notification that password needs to be changed in next days.
Present Collection for birthday present for supervisor from colleague.
Office Moving Information about new office allocation and excel sheet in attachment with exact infor-

mation from facility management.
Heating Information about short heating outages due to maintenance from facility management.
IT-Service IT-Service informs that outlook briefly not available due to maintenance work.
Staircase Facility management informs about closed staircase due to construction work.
Cake Colleague has leftover cake placed in kitchen.
Callback Applicant request an urgent recall. Number in PDF in attachment.
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Figure 4: Phishing e-mail - Girl

Figure 5: Phishing e-mail - HR System
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Figure 6: Phishing e-mail - Weblogs

Figure 7: Phishing e-mail - Scanner
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Figure 8: Phishing e-mail - Virus
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Figure 9: Phishing e-mail - VR bank
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Figure 10: Phishing e-mail - CEO

Figure 11: Phishing e-mail - Microsoft
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Figure 12: Phishing e-mail - DHL delivery
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Figure 13: Phishing e-mail - Password
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Figure 14: Phishing e-mail - PayPal
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